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Abstract—Learning Analytic (LA) systems are aimed at sup-
porting teachers in understanding the learning process by analyz-
ing the information and the interaction of students with computer
systems. In the case of a project-based learning process there is
a need of introducing measure the student’ activity as acquired
via multiple modalities and then processed. The acquisition and
processing needs to take into account the specificities of the
learning context and deployment at schools, in particular in terms
of system architecture. The paper proposes an architecture for the
acquisition and processing of data for project-based LA designed
to be interoperable and scalable. System design, details of the
solutions and brief examples of acquired data are presented.
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I. INTRODUCTION

The field of Learning Analytics (LA) has been described by
Ferguson [1] as the convergence of different technological and
research domains. LA takes advantage of the digitalization of
the learning process, which is inherently subject to instrumen-
tation and measure. LA involves solutions from the domains of
business intelligence, web analytics, educational data mining
and recommendation systems. Chatti et al. [2] tried to identify
a reference model of the LA for structuring the various
research and development efforts in the domain. In particular
they identify the LA process as a cyclic process involving
three major steps: data collection plus pre-processing, analytics
plus action, and post-processing. Note that the post-processing
step of the LA process aims at refining the whole process by
selecting new data sources, new analysis methods, and new
metrics. This step is necessary due to the large number of
variables involved in the analysis and in the peculiarities of
each learning settings.

This paper provides a description of a software/hardware
framework architecture for supporting LA in project-based
learning. The core idea of the system is to process the raw
data, acquired in the learning environment with a variety of
sensors that a server will collect, to produce learning traces
which, based on the identified metrics, can be employed, by the
teacher, to better understand the learning process and, by the
students, to document their work. The system can be used also
in a ”smart” way to recognize activities performed by students
during their experiments using machine learning techniques on
the acquired data [3]. This will highlight important events in
the experiments and could give important insights, to teachers,
about the learning process using custom visualizations like
in [4]. Previous work, like [5], shows the importance and

affordability of such a system. The target learning context is
based on Arduino electronics projects at different levels, from
high-school to graduate students. The different setups will be
addressed by varying sensors and measured features.

The contribution of this paper are: 1) presenting multi-
modal capturing activities during project-based learning, with
the support for networkless-environments and 2) describing a
framework for data collection and processing oriented at LA.

The paper is structured as follows: the following section
presents related works; section 3 introduces the general design
of the system and work flow. Section 4 deals with the collection
components on the student side and section 5 deals with the
server side. Section 6 presents examples of acquired data, right
before conclusions.

II. BACKGROUND

Social Networks Adapting Pedagogical Practice (SNAPP)
tools perform real-time social network analysis and visualiza-
tion of discussion forum activities within popular commercial
and open source LMS. LOCO-Analyst [6] is an educational
tool aimed at providing teachers with feedback on the relevant
aspects of the learning process taking place in a web-based
learning environment. LOCO-Analyst provides feedback on
the activities performed by students, the usage of the mate-
rial and social interactions. LA e-Rubric [7] is a plugin for
MOODLE [8] that realizes a grading method used for criteria-
based assessment. A more general LA can be found in GLASS
[9] that tackles the different aspects of LA, spanning from data
source management and processing to visualization.

The domain of project-lead learning requires to go beyond
the traditional LA domain and investigate the statistics and
pattern methods related to action and behavior understanding
when interacting in a real environment with real objects. The
present paper specifically contributes with a new structure
for supporting project-led activities and the processing for
extracting learning traces.

III. GENERAL DESIGN

The system is composed by a single central server and a
variety of remote clients, with scalability aspects discussed
later in section V-F. Each client is composed by a single
computing machine and a series of sensors which interact
with it, corresponding to a student (single or group) desk. A
sensor can be a physical interface like a camera or a piece of
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software, gathering data from a remote resource, in any case
related to the activity performed on the desk. The system is
built in such a way that the array of acquisition sensors can be
easily upgraded with new sensors depending on teachers needs.
The acquired information is meant to be initially processed
locally for the purpose of reducing the bandwidth requirement
and for removing any privacy-related issues, mainly associated
the camera systems. The data that is acquired is then sent to
the remote server, unless the connection is absent, in which
case it is cached locally and uploaded when the connection
is available by intervention of the teacher. The remote server
is in charge of storing the data, extract statistics, process new
data from the raw acquisitions, extracts metrics for the LA and
support visualization.

Given that the system can run at the same time a variety
of client applications, each execution has to be identified by
a unique value, called session id. A session identifies the
execution of a client machine from a starting point to an end.
All the gathered data is associated to that session along with the
information of the creating user and starting and finishing time.
Session duration depends on the teaching context, spanning
from half an hour to few hours.

A. Workflow

The general interaction of the teacher and students with the
system is composed by the following steps:

1) The system is booted and, after logging in, the
Arduino interface is started along with the client
system which runs in background.

2) The system requests the server to open a new session
and, if authorized, a new session is created on the
server. The system will display a QR code to be used
with the mobile application in order to synchronize
the sessions.

3) The system starts to capture data from the different
sensors and stores everything locally and remotely, if
connection is available.

4) Students, teachers and researchers can upload multi-
media content from a mobile app on their phone.

5) Students and teachers can get feedback from the
system on how experiments are progressing.

6) The system is closed. A request to close the session
is sent to the remote server.

7) The teacher logs out and the system is ready for a
new session.

In the aftermaths of the session the teacher can look back
at the session studying the progress of the data by visualization
supported by LA processing.

B. Data Management

Data management on the server is based on the concept
of graphs of data streams. Each data stream is a time-index
sequence of items of the same nature. The content of the
streams can span from entities obtained from computer vision
system (like hand positions) to logs of the Arduino IDE.
Streams are grouped in sessions, and sessions are grouped in
namespaces corresponding to the different teaching locations.

The possible computations take streams and produce new
streams, with algorithms spanning from basic statistics com-
putation to more sophisticated machine learning based algo-
rithms. In this way the streams create a flow graph that has
the input data received from the client.

The graph structure depends much on the types of analytics
computed, and due to the fact that this is also a research
platform, it is grounded on the principles of reproducible
research. This means that at any time the system can clean
up all the generated streams and restart from the input data
applying a new set of operations. As happens in event-based
management systems [10], computations can be applied when
new data arrives, or offline as a batch process.

Finally each stream should be externally accessible for
the purpose of creating Web visualizations, available both to
students and teachers.

IV. COLLECTION SERVICE

This section discusses the features of the student-side com-
ponent called Collector, which is in charge of capturing data
from sensors, pre-process them and send them to the process-
ing server. For the multimodal LA system being investigated,
the Collector deals with three types of information produced
by students: the interaction in the physical world, the activity
on the computer used for controlling Arduino electronics, and
the self-documentation activity that is performed via mobile
applications.

A. Physical Worlds

The events in physical world comprise information cap-
tured from cameras (both Kinect2 and webcam), physical
buttons and audio events. A computer vision module extracts
different indicators of activity from the cameras, never sending
out the full images. In particular, in the current prototype, the
OpenCV library is used to identify the presence of faces in the
scene for the purpose of understanding the number of students
active at the desk. By asking students to wear a fiducial marker
on the wrists, it is possible to identify the motion of the hands
in the scene to measures activity. Finally object tracking is
possible by using a RGB-D camera such as Kinect2 and model-
based algorithms such as LineMod [11].

The pose of the faces and hands is transformed from the
camera reference frame to a table reference frame (e.g. with
origin in a corner of the table with Z up) by means of a
calibration computed when the cameras are installed. This way
the presence and activity location information can be related to
the table (e.g. moving away, working on something inside the
table). This approach is not found in activity recognition and
is specifically added to improve the understanding of students’
actions.

Additional information about the activity at the desk can
be provided by physical buttons, like asking the teacher for
help or giving feedback for the learning activity.

Finally audio is being analyzed only for identifying if the
students are talking during the project and if there is some
activity. This is obtained by performing FFT over microphone
data, filtering over interesting bands, and comparing against
the background.
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B. Computer Activities

During projectual work with Arduino electronics, the stu-
dents interact with the computer by working in the Integrated
Development Enviroment (IDE) with the classic compile-run-
debug cycles or with visual programming interfaces. Such
integration is collected via instrumentation of the IDE and sent
to the Collector software for assembling the analytics.

C. Self-Documentation

The last source of information for the analytics is self-
documentation, which is the capacity of the students to doc-
ument their activity. This can be provided in several ways:
1) taking a snapshot of the environment around the table, 2)
taking a snapshot of the computer, screen 3) taking pictures
and videos via smartphone of the students. In any case this is a
voluntary action that allows the students to show the progress
of their activity.

D. Implementation

The Collector is implemented via a program running on
a computer that is connected with the different information
sources. This component uses sessions as the unit of process-
ing, associating all the acquired data to it, even if there is
no connection to the remote server. The Collector manages
a variety of sensors (physical or virtual), processes the data
coming from these sensors, and produces entities associated
to different streams. These entities are then sent to the server
for storage and analytics, if connected, otherwise stored locally
for later upload.

In addition to device-based sources, the Collector supports
various network sources for accommodating different services:
UDP, push HTTP requests, pull HTTP requests and WebSock-
ets.

The nature of the processing and the connection with
the server is mainly message based, and among the many
message-based frameworks, this project has chosen to use one
based on Web standards. Each stream item is a JSON entity,
management exchanges (like session) are based on REST
interfaces and data streaming occurs via WebSockets which
provide, over HTTP, a message based channel. Figure 1 shows
the overall structure with the data sources.

Internally the Collector uses multiple threads for addressing
the sources, employing the OpenCV and Aruco [12] library for
the computer vision tasks, with the help of GPU for fast face
identification. In particular, the Collector is implemented in
C++ and runs under Linux taking advantage of the ASIO li-
brary for asynchronous network communication. This choice is
motivated by performance reasons and by the precise memory
management possible with native languages.

The deployment of the Collector to the teacher locations
(currently in three countries) is based on Docker containers
[13]. Docker is a type of operating system virtualization on
Linux that allows to isolate the application from the system
without incurring in the penalties of virtualization. With proper
configuration it allows the Collector to access both Kinect2
(USB3 device) and NVidia GPU directly.
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Fig. 1: Structure of the Collector with the connection to
the Server. Rectangles are data sources, ellipses computing
elements.

V. ANALYTICS SERVER

This section presents the characteristics of the LA server
as discussed in the general design section. The specific imple-
mentation relies on the Java server frameworks, mainly due
to the availability of libraries, tools and the strong typing of
the language. Other options, like node.js are possible while
keeping the external interface.

A. Core structure

The server software infrastructure is basically divided in
two main parts: the WebSocket collector and the servlets.
The WebSocket collector is a web application waiting for data
to be sent in a websocket, which is a web transmission protocol
requiring a connection between two partners. Websockets [14]
have been chosen as the protocol to exchange data from
the client application to the server because they allow small
overhead in case data exchange is perpetrated over a long
period of time.
Instead, servlets are a collection of operations directly exposed
to any web user through a specific URL. Since such operations
are Request-response operations, they are best supported by the
connectionless and widespread HTTP protocol. More detailed
information about servlet will be given in section V-D.
Data storage is managed via MySQL, the most popular open
source relational database management system; Hibernate,
which maps Java objects into MySQL entities, has been used to
maintain a higher level of abstraction from the actual database,
which can be easily substituted with another one. Figure ??
shows the structure of the server environment and outlines
both the interaction with the client applications and with the
database.
The LA web server also supports fixed and custom operations
to manipulate data stored in the database, mainly streams,
which are acquired during the learning sessions.
Streams are intended as a sequence of data in time, acquired
through the sensors or through the mobile application. Jobs are
executed over the streams and produce as result new streams
or single value results.
The system is designed in order to execute multiple tasks
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simultaneously using asynchronous requests. The structure is
explained in more detail in section V-C.
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Fig. 2: Structure of the collector-server LA system with the
interfaces

B. Data Management and Operations

As already anticipated in the section V-A, LA data man-
agement may be divided in the following parts:

1) Database: handled by MySQL.
2) Mapping: handled by Hibernate.
3) Data manipulation: handled by the collector and by

the REST APIs.

Concerning point 3, it is necessary to specify that data
obtained from the learning sessions are stored in the database
by the Collector, while they can be read through a specific
REST servlet by the client. Data not directly acquired by
the sensors (e.g. users and sessions descriptions, multimedia
contents) are managed with REST operations.

C. Data stream manipulation

The LA server provides the facility of transforming the
raw data acquired by the sensors during the learning sessions
in streams which are more suitable for data analysis.
Such data manipulation is reachable to users or web client
applications through two REST endpoints, that we will call
for brevity status and result. A client may submit a
job capable of manipulating data by performing an HTTP
PUT(status) request, which returns to the client a message
containing the identification number i of the submitted job.
The status of the very same job can be queried at any time
performing an HTTP GET(status/i) request. Such status
can be one of the following:

• executing: if job i is still in execution

• terminated: if job i has terminated and its result
has been properly stored

• queued: if job i has been submitted to the system
but it has not yet started its execution

• failed: if job i has terminated its execution with an
exception.

In any case the answer to the GET(status/i) request will
contain the date in which job i was submitted, while only
in case of terminated status, it will contain also the
execution time in milliseconds.
An HTTP GET request on endpoint result is needed
to retrieve the results of a given job. The answer to the
GET(result/i) request depends on the job i type: it can
be a single value result (if job i outputs a single value or a
constant number of values) or a stream.

For instance if job i asks to compute the average intensity
value of the audio samples captured during session j, the
result will be a single number, else if job i is asking all
the audio samples in session j having intensity I such that
I > C, then the result will be a stream (a subset of the
collected data).
In order to get the result of each job, the relational database
provides the table Job_table containing entities describing
the status of each job and its’ result in case of single value
result. There is also a table containing the results of the jobs
(called Stream_table), in case such results are streams.
Each entity of Stream_table contains the identifier of a
data sample stored by the collector and the identifier of the
job it relates to.

Any operation that can be provided by the server to
manipulate the collected data is defined in a specific Java class
implementing a common interface. Such a class exposes a
run() method that must be implemented by any sub-class
of it along with some basic information describing the job.
The same abstract class exposes also the store_result()
method, which describes how to store the results of the run()
computation in the database and the extract() method
that describe how to fetch the input of the run() from the
database.
The actual scheduling of the requested jobs is managed inter-
nally by a scheduler which is not visible to the users.
The Scheduler class contains two data structures: a thread pool
(of standard Java threads) and a FIFO queue of jobs which have
to be executed.
The thread pool is created and initialized before the server is
deployed, and it is kept always alive.
The threads belonging to the thread pool are called workers
and the scheduler FIFO queue is shared by all of them. Each
worker stays idle until a job is available in the job queue. As
soon as a job is popped in reference op, the worker updates
its state to executing and then calls the following line.

op.store_result(op.run(op.extract()))

If an exception is thrown during the execution of the above
code, the worker sets the status of the entity corresponding to
the popped job to failed and stores the reason of the failure
in the same entity.
If the computation terminates properly, the worker simply sets
the status to terminated; the results of the computation
are correctly stored according to the implementation of the
store_result() method.
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The framework provides multiple operations to compute var-
ious statistical values; it also provides a special operation,
called Pipeline, which allows to execute a sequence of
operations one after the other avoiding to submit an HTTP
PUT on status for each operation.

D. REST API

The LA server exposes a REST interface for supporting
data visualization, external processing and interoperability.
First of all we point out that any user willing to access the
server’s resources has to register and authenticate himself.
Registration must be done via the web server interface. The
authentication is token based and each servlet accepts a
request either if such a token is transmitted as a cookie or as
an HTTP parameter.
We call the permission to write on resource r the possibility
of performing PUT, DELETE and POST on endpoint r,
whilst we call the permission to read on r the possibility of
performing GET on endpoint r.
Each registered user is associated to a role (embedded and
encrypted in the access token) that determines his read
and write permission, stored in the server. For instance, an
administrator can perform a DELETE on endpoint session
whilst a researcher may only perform a GET on the very
same endpoint.
In general each servlet endpoint responds to any HTTP
request in JSON format, but it is also possible to visualize
data in a more human readable form (in tables) through the
web interface.

E. Higher-level processing

The data processing scheme discussed above is the starting
point for the effective high-level learning analytics processing
that can give insights about the progress of students in projec-
tual work. Higher level actions and activity recognition, and
identification of patterns are possible in medium-level time-
scale, while longer-time scales allow for user profiling based
on Bayesian methods [15].

F. Scalability

Scalability is an important aspect for any data collection
and processing system, in particular when aimed at being
replicated across many schools and teaching sites. The natural
partitioning of the namespaces across schools and classes
allows for horizontal-scalability of the server systems, and
correspondingly of the data flow from the collectors to the
associated servers. For the computation inside each names-
pace, many operations are limited to local resources requiring
vertical-scalability, but there are possibilities of distributed
machine learning operations for analyzing the collected data
[16].

VI. ACQUIRED DATA

This section presents an example of session acquired using
the system of the paper and involving different types of
data: hands motion, faces, logging of Arduino operations and
multimedia contents. This single session has been divided in
working phases by the teachers.

Type Count
Hand 2282
Face 1444

Arduino 193
Button Press 16
Multimedia 94

Phases 27
Duration 3257s

TABLE I: Data types present in the example session with the
corresponding items

Type Count
Text 57

Image 37

TABLE II: Multimedia data content

Table I shows a data example extracted from a real test
scenario. Data types represent the following information:

• Hand: represents a hand in the work space with a
unique id and a 3D space position relative to a fixed
point on the table.

• Face: represents a face looking toward the camera
(Arduino screen) along with its 3D position in space
relative to the camera.

• Arduino logger: represents all the events which hap-
pened while programming with the Arduino IDE.

• Button presses: represents the moments when a special
event happened.

• Work phases: represents the beginning of a new phase
of the experiment, added by the instructor.

• Multimedia content: represents text, images, videos.
In general it can represent any multimedia content.

• Audio content: represents the moment when a certain
audio intensity level is exceeded. During this trial
audio was disable.

Multimedia content is subdivided as shown in table II. Figures
3 and 4 show how the data is distributed in time. All data is
acquired with a one second time interval which can be changed
according to the experimenters’ need.

VII. CONCLUSIONS

The paper introduced a framework for distributed data
collection and analysis aimed at creating a Learning Analytics
system in the context of project based learning. The framework
provides a Web compatible interface both for data collection
and processing, and aims at supporting a flexible range of LA
algorithms. The testing with students of different location is
in progress providing insights on the scalability and flexibility
of the system itself. At the end of the experimentation the
system will be released as Open Source to increasing usage
and enhancements.

Future actions are mainly devoted to the creation of LA
algorithms starting from the wealth of the collected data, in
particular with the aim of creating profiles of the students. One
aspect of the analysis is the extraction and evaluation of known
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Fig. 3: The figure shows the sampled data on a timeline, gathered during a test session, grouped by item type. The top filled bar
corresponds to the overall session, below that the phase decomposition is reported. Faces presence is almost continuous. Hand
identification is presented with some dots, with one row for every distinct hand; the particle row corresponds to button presses.
The lowest part deals with the Arduino IDE information.

Fig. 4: Zoom of the full session depicted in figure 3.

gestures using techniques such as the ones in [17]. Another
aspect is the general extraction of patterns of projectual activity
that characterize each of the project phases. The difficulty is
mainly in the variability of the projects and the interactions of
the students at the desk.
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