
Vis Comput
DOI 10.1007/s00371-008-0278-0

O R I G I NA L A RT I C L E

A dynamically reconfigurable stereoscopic/panoramic vision
mobile robot head controlled from a virtual environment

Walter A. Aprile · Emanuele Ruffaldi · Edoardo Sotgiu · Antonio Frisoli · Massimo Bergamasco

© Springer-Verlag 2008

Abstract We have built a mobile robotic platform that
features an Active Robotic Head (ARH) with two high-
resolution cameras that can be switched during robot oper-
ation between two configurations that produce respectively
panoramic and stereoscopic images. Image disparity is used
for improving the quality of the texture. The robot head
switches dynamically, based on robot operation between the
stereoscopic configuration and the panoramic configuration.

Keywords Panoramic computer vision · Stereoscopic
computer vision · Robot head · Mobile robot ·
Telerobotics · Spherical mirror

1 Introduction

Outside of the field of autonomous robotics, omnidirectional
imaging systems [1] are employed as the input for surveil-
lance systems [2]. They also see employment, mostly after
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rectilinear reprojection, as visual input for the operator of
teleoperated robots [4]. At the same time, an omnidirec-
tional imaging system, be it catadioptric or multicamera,
usually has limitations in resolution and the quality of the
image.

We achieve hardware economy and increased simplicity
of design by using our Active Robot Head in two different
configurations: stereoscopic and omnidirectional. We exper-
iment with automated switching from panoramic to stereo-
scopic mode to adapt to the different robot operator tasks,
such as navigation, orientation, and inspection.

The ARH is mounted on a commercial differentially
driven robot platform, and it has been designed to simulate
human head and eye movements. For testing purposes, the
Robot is tracked by a commercial Vicon MX optical motion
capture system.

The system is being currently tested as a teleoperated
system, but in the future we will be testing algorithms for
autonomous navigation that make use of the availability of
binocular images.

2 System architecture

In our current system, whose high level architecture is de-
picted in Fig. 1, the Active Robotic Head is mounted on a
commercial robotic platform.

The platform hosts the drivers of the head motors and a
small size factor Control PC that manages the image acqui-
sition and network connectivity.

The platform is connected through an umbilical cord to
the Master Control Unit.

2.1 The master control unit

The Master Control Unit handles user presentation and in-
terface. Robot position and orientation data is currently ac-
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quired through a VICON MX System. The unit acquires im-
age data from the Control PC and presents to the user a con-
trol environment, generated with the XVR ([3] and [7]) vir-
tual reality toolkit.

Informal testing has shown that the platform is currently
usable for simple navigation and inspection tasks.

2.2 The Vicon MX system

The Vicon MX is a commercial marker-based digital motion
capture system: it is composed of a set of custom infrared
CMOS camera with annular illuminators, capture hardware
and driver software. The system is calibrated with a rigid
frame. Tracking improves if the tracking software is pro-
vided with a rigid body model of the tracked object that, in
our case, is the whole mobile robot top surface.

Fig. 1 General system architecture

2.3 The active robotic head

The Active Robotic Head (ARH, Fig. 2) has been designed
in order to simulate the pan and tilt movements of the human
head and eyes (PointGrey Firefly cameras).

It is composed of two subsystems:

1. Vision module: a common-elevation (Helmholtz) config-
uration (Fig. 3) in which both cameras tilt up and down
about a common elevation axis and verge independently
about axes perpendicular to the elevation plane. The first
degree of freedom (DoF) is driven by a tendon transmis-

Fig. 2 The active robotic head

Fig. 3 Vision module and pan
DOF
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sion, while the second one is driven directly by a DC
motor.

2. Base module: a 2 DoF pan/tilt serial mechanism, that ex-
tends the Vision Module field of view in both directions.
The rotations of the Base Module are directly driven for
the pan DoF (Fig. 3) and tendon driven for the tilt DoF.

The motors (model 1727-024 by Faulhaber) of both tilt
movements are coupled with Harmonic Drive gear charac-
terized by a maximum continuous torque of 300 N mm. The

Table 1 Axis performance of the ARH

DoF Angular range (◦) Max. speed (◦/s)

Head Tilt ±30◦ 80

Pan ±100◦ 400

Eyes Tilt ±30◦ 200

Verge ±45◦ 400

rest of joints are actuated by DC motors (model 1524-024 by
Faulhaber) coupled with Faulhaber gears, model 15/1, that
guarantee maximum continuous torques of 100 N mm. Ob-
tained speeds and angular ranges of motion are summarized
in Table 1.

The implemented law of control is characterized by a
decentralized structure of 5 independent SISO subsystems.
Each of them is based on the error between the desired and
the actual angular position of each joint. The nonlinear ef-
fects (inertia and friction) due to the coupling of the joints
for each configuration of the robot are treated as external
noise that is rejected by the high gain of the control.

3 The panoramic vision system

The head is augmented by a spherical mirror, rigidly affixed
to the head frame at the edge of the eyes field of view, in or-
der to intrude as little as possible on stereoscopic operation.
The head can rapidly switch between two configurations.

Fig. 4 Stereoscopic and
panoramic configurations of the
head with spherical mirror

Fig. 5 The operator’s virtual
environment. The gray spheres
represent the Vicon cameras
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Fig. 6 The two mirrorball
images from the left and right
cameras in the panoramic
configuration

Fig. 7 The remapped and
blended equirectangular image,
ready for texture mapping

Fig. 8 Remapping mirrorball
images to equirectangular
images

In the stereoscopic configuration, the two cameras have
their axes approximately parallel. In the panoramic config-
uration, the base module points front and downwards while
the cameras rotate on their individual verge axes to converge
on the spherical mirror and image a large part of the visible
sphere around the robot (minus the robot body and ARH oc-
clusion).

3.1 Head control

The stereo vision head and the mobile platform are con-
trolled by the user from a virtual environment developed
in the XVR platform that represents the real environment
where the robot model is displayed. The two images com-
ing from the robotic head are placed in the virtual environ-
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ment relative to the mobile robot model. The robot is con-
trolled via an analog 4-axis joystick. Joystick button and axis
combinations allow control of the robot movement, of the
various degrees of freedom of the head and of the stereo-
scopic/panoramic mode.

During operation a model of the robot (Fig. 5) is dis-
played in the operator’s virtual environment.

The tracking cameras positions as supplied by the track-
ing system are displayed for orientation purposes. The views
of the cameras appear in front of the robot.

During panoramic operation, the virtual environment
point of view (POV) coincides with the POV of the robot
head.

Since the two spherical mirror images (Fig. 6) have been
taken from different points, the holes in the field of view (in-
herent to catadioptric systems) sited on the camera–mirror
axes and opposite to the camera fall in two different points
of the visible sphere (see [5] for a detailed discussion).

The difference in the location of the holes allows real-
time patching with reasonable quality (Fig. 7), since all the
parameters of the vision system (intrinsic and extrinsic) are
statically determined at setup time. OpenGL texture warp-
ing operation is used to remap the spherical image to an
equirectangular projection that is then texture-mapped on an
environmental sphere that surrounds the virtual environment
POV. This view is used for navigation, and it allows software
simulation of a PTZ camera without cinematic constraints.
Such an environment can be used (as in [6]) as the basis
for an uncluttered and usable robot interface. Despite the
fact that a spherical mirror violates the single point of view
constraint (defined in [1]), in practice the image is not dis-
rupted.

3.2 Shader-based image warping

Images from the cameras are in the so-called mirrorball
projection, but texture mapping requires images in equirec-
tangular projections. A custom OpenGL shader program
remaps the spherical mirror view to an equirectangular pro-
jection.

We have employed a raytracing algorithm to derive an
image map: we have sent approximately 10,000 rays from
the unit ray circle centered on the origin of the camera image
plane to the mirror ball, and computed the θ and ϕ polar co-
ordinate angles (Fig. 8). Pixels not hit by the cast rays were
interpolated from their neighbors. The mapping is based on
the approximation that the camera is orthographic and that
the sphere is of negligible size. The resolution and overall
quality of the resulting images are limited by the surface ir-
regularities of the sphere, a 50 mm stainless steel ball bear-
ing, but it is sufficient for navigation.
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