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Portable Haptic Interface with Omni-Directional
Movement and Force Capability

Carlo Alberto Avizzano, Member, IEEE, Massimo Satler, and Emanuele Ruffaldi, Member, IEEE

Abstract—We describe the design of a new mobile haptic interface that employs wheels for force rendering. The interface, consisting
of an omni-directional Killough type platform, provides 2DOF force feedback with different control modalities. The system
autonomously performs sensor fusion for localization and force rendering. This paper explains the relevant choices concerning the
functional aspects, the control design, the mechanical and electronic solution. Experimental results for force feedback characterization

are reported.

Index Terms—Haptic interfaces, force feedback, rehabilitation robotics, mobile robots

1 INTRODUCTION

N recent years haptic devices have received a lot of atten-

tion. Possible applications for such systems are the field
of medical training, tele-manipulation and tele-surgery,
micro-manipulation, rehabilitation and virtual prototyping.
These applications require a high demand for large opera-
tional workspaces while existing solutions are affected by
limited workspaces and reduced or non-existent device
portability.

In rehabilitation robotics, for example, devices generally
consist of a cumbersome and heavy apparatus that is placed
in well structured places (hospitals in general) [1], [2]. While
these devices have resulted in a breakthrough in the use of
haptic devices as a means of robotic aided rehabilitation,
the intrinsic structure of these systems requires the presence
of a firm ground linkage, which is simultaneously used to
release the contact forces onto the ground, and to achieve an
appropriate and accurate localization of the contact point
position. The positional accuracy is essential in the haptic
control loop. Alternative solutions to solve the problem of
force grounding and contact localization have been pro-
vided by two different technical approaches: wearable exo-
skeleton devices [3] or mobile supported haptic devices [4].

Wearable devices with high kinesthetic feedback come
with motor and mechanical structures whose weight, even
when reduced with special materials, is far too heavy for
prolonged usage such as in rehabilitation protocols.

The Mobile Haptic Interfaces (MHI) approach [4], [5]
involves a decoupled system consisting of a traditional hap-
tic interface on top of a supporting mobile platform. This
solution entails high costs in terms of encumbrance, robust-
ness and complexity. The mobile base is generally a heavy
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platform with slow dynamics and tracking delays may be
present when attempting to follow human motion. These
conditions prevent the overall system from following the
user’s arm gestures reliably, and, as a consequence, the oper-
ator may feel the boundary of the haptic device workspace,
which, in turn, can create spurious forces and ultimately
cause the loss of transparency [6]. Finally, MHIs generally
have a very high weight compared to the force feedback pro-
vided [4].

In the present work, we propose an alternative approach
to haptic rendering that is realized on a new type of mobile
haptic interface. The goal of this approach is the direct use
of the robot locomotion interface (the wheels) for the gener-
ation of haptic stimuli. The approach poses new challenging
problems in the device’s design and control, among these:
since the forces are generated through friction with the
ground, how is it possible to deliver proper stimuli on the
user’s hand? How is it possible to make the force rendering
consistent even in presence of relevant inertial effects and
wheels slips? Since the encoders’ information in the pres-
ence of wheel slips does not produce a good estimation of
the device position, how is it possible to recover the robot
localization with the minimum effort in terms of sensor pay-
load and environment characterization? Therefore, the per-
formances of the haptic response and the device localization
were designed having in mind the sensitivity and the accu-
racy of the human hand. In addition, given the purpose of
the device, we reconsidered the localization and the haptic
rendering algorithms as a whole. The result is an integrated
sensor fusion and motor control algorithm that simulta-
neously provides three features:

e high performance/sensitivity of the haptic rendering;

e accurate localization;

e  drift estimation and compensation.
The internal structure of the algorithm mixes components of
sensor fusion, optimal control and admittance controller.
These components have been jointly designed so that the local-
ization algorithm and the motion drift compensation run in
the background to the haptic rendering without producing
noticeable effects to the user.
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This paper presents the design of the portable haptic
device, together with experimental tests to quantify the per-
formance in terms of quality of force feedback and slippage.
The paper describes the adopted solution and the control
algorithm of such a novel link-less haptic device. How
major specification issues have been devised, and how
major issues to control and properly coordinate the force
feedback in the space will also be described.

The remainder of this paper is organized as follows.
Section 2 introduces the design objectives and explains
the requirements around which the device has been
developed. After that, the interface, the system architec-
ture and how the user interacts with it are described in
detail. In Section 3 the control aspects concerning the
device are addressed. The employed localization method,
the control architecture and the force rendering algorithm
are explained. Section 4 reports a series of experiments
characterizing the interface in terms of slippage issues
and amount of force feedback. In addition some results of
preliminary trials are also reported. The paper ends with
the conclusions and future work.

2 INTERFACE DESIGN

In the recent past, several researchers have shown that
important variables for neuroplasticity of the motor cortex
and in re-learning motor skills after stroke are the quantity,
duration, content, and intensity of training sessions. Unfor-
tunately, when traditional therapy is provided in a hospital
or rehabilitation center, the patient is usually seen for few
hours a week. Robot-mediated therapies, that increase the
amount of rehabilitation practice and the quality of medium
term rehabilitation, could improve this situation [7]. How-
ever, even if interesting results have been achieved, the use
of robot-mediated therapy has not become very common in
clinical practice. Two relevant reasons are the cost and the
complexity of these devices, which make them difficult to
be purchased and used in all the clinical centers.

Nowadays most robotic rehabilitation devices employed
in hospitals, require permanent or semi-permanent setups
of several environmental conditions [8], [9]. In addition,
such systems are not designed to be autonomously used,
i.e., they require trained staff to initialize the interface, to
position the machine with respect to the patient’s limb and
finally to start the training session. Thus, the use of such
tools as instruments for long self-rehabilitation exercises is
very difficult.

Recently there has been an increase of interest for por-
table and simple solutions that can control the therapy
intensity and reduce the devices’ costs [10], [11], [12].
However, most of the solutions consist of passive devices,
which provide only resistance to the patient’s move-
ments. Even though passive platforms are low-cost and
potentially effective in motivating patients and providing
quantitative measures of patient progress, (1) they cannot
help patients to complete the task, (2) they cannot provide
force-feedback to correct unwanted movements, (3) and
they do not allow for real-time adjustment of the
therapy’s intensity. With respect to the already existing
devices, we propose an active system that can help
patients performing rehabilitation protocol exercises.

Indeed the interface presented here, MOTORE (MObile
roboT for upper limb neurOrtho REhabilitation) [13],
aims to extend the usability of robot-mediated therapy
providing a low-cost and easy to use system, that can be
employed even at home. The embedded control system
modulates the way the robot reacts to external perturba-
tions such that the interface can move, guide or perturb
the movement of subjects’ upper limb and can record
motions and physical quantities such as position, velocity,
and applied forces.

2.1 Requirements
MOTORE introduces novel design concepts for force ren-
dering, locomotion, localization and power supply.

The device has been developed around the key require-
ment of system portability. To extend the amount of rehabil-
itation time available for the patient, the device should be
portable, able to work in domestic environments and to be
used without the need for specialized personnel.

The first requirement led toward a compact light-
weight device with reduced encumbrance on the working
plane. Second, the interface should be simple in terms of
its mechanical structure. Compact and robust mecha-
tronic devices able to be operated in few minutes effort-
lessly are preferable. Third, to assure the full portability
of the system, it has to be completely autonomous both
for the computing aspects and for the sensing elements.
The adoption of an embedded control unit and on-board
sensors is required. Fourth, the requirement for portabil-
ity should not result in scaling down system perfor-
mance, i.e., the system size, the workspace, the amount
of exerted force and velocity, should be consistent with
the human use requirements, and with the typical values
of force and velocity of rehabilitation tasks.

In upper limb robotic rehabilitation the MIT-MANUS [1]
is currently being employed in most of the protocols and it
has been proved effective for neuro-rehabilitation [14]. The
specifications of MIT-MANUS, in terms of its maximum
velocity and maximum force, have provided to MOTORE
a relevant basis to define rehabilitation protocol
requirements.

Concerning the usability of the system, it is expected
that to work with the device the user should only switch-
on the power button. Hence, the sensing system should be
able to work with a reduced or no calibration procedures
(see Section 3.2 for more details).

To assure the portability, the motion of the device should
be self powered through batteries placed within its case,
with an operational autonomy of at least 70 minutes, which
is close to the duration of rehabilitation tasks as suggested
by rehabilitation experts.

The overall weight of the device, including the batter-
ies, should be less than 10 kg for portability reasons. The
device’s reflected inertia should be actively compensated
using the internal motors in order to decrease patient’s
fatigue and to simulate different types of resistances. Such
control algorithm should also be able to guarantee optimal
position tracking as well as very precise haptic feedback.
The absolute posture (position and orientation) of the plat-
form is determined by the type of exercises that generally
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Fig. 1. MOTORE CAD design presenting the exploded representation of
the system components.

are involved in the rehabilitation tasks, such as path fol-
lowing or pick and place operations, whereas the haptic
feedback is required to provide accurate and useful guid-
ance to the patient. In addition, the platform should have
omni-directional kinematics so that the direction of motion
and the feedback force direction can be changed quickly
and without extensive maneuvering.

From the patient’s point of view, the system should
appear as user friendly as possible, i.e., it should be natu-
ral and easy to interact with. Two elements have to be
considered: a proper support for the user’s arm and a
handle that can easily be grasped by impaired people.
The system should provide force feedback only when the
user grasps the handle. Moreover, a force sensor is
required to measure the interaction forces between the
robot’s handle and the user’s hand during the whole
rehabilitation exercise. For a better assessment, the activi-
ties carried out at home should be monitored and
recorded for future analyses and monitoring progress.
The system therefore should include an internal memory
to store the suitable variables describing the user’s perfor-
mance during rehabilitation training.

2.2 System Architecture

Fig. 1 shows the mechanical design of the interface. The pro-
posed Portable Haptic Interface [15] consists in a omni-
directional mobile cart actuated by three omni-wheels,
which are driven by three independent DC-motors having a
maximum power of 90 W and a maximum continuous tor-
que of 110 mNm. A reduction gearbox was introduced to
match the force requirements at the user’s handle. A maxi-
mum operational force of 35 N has been considered suffi-
cient for most rehabilitation exercises (in comparison the
MIT-MANUS is reported to reach 45 N). Each of these three
actuation groups achieves a maximum traction force of
42 N, [15]. An additional reduction ratio of cos (7/6)
between the wheel forces ([F}, F», F3]) and the correspond-
ing force on the geometrical center of the robot ([Fm F,, T])
is introduced by the device’s Jacobian. This results in a nom-
inal maximum force of F;.,, = 36 N and a nominal maximum
torque of 7' = 18 Nm. Given the actuation group design, the
force/torque is limited by the weight of the device and the
friction coefficient of the moving wheels. Finally, each
motor is sensorized with an incremental optical encoder
(512 CPR), which provides a high tracking accuracy of the
wheels” movements (20 um/count).
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TABLE 1
Major System Parameters and Variables
Symbol Value Unit Name
M 10 kg Mass
I, 0.1086825 kg m?  Inertia
B 25.4 mm Wheel radius
L 145 mm Robot radius
N 676/49 / Motor reduction gear
CPR 512 / Motor encoder resolution
Bz, = [Xp, Yp]  [124, -40] mm Optical sensor position
Fi,Fa, F3 / N Wheel traction forces
w1, w2, w3 / rad/sec  Motor angular velocities
U, v, T / m/s Velocities in the mobile frame
% = [z0, Yo, Y] / m Device pose in fixed frame

The user handle is placed toward the front of the
device in order to provide a comfortable support for the
user’s forearm and to achieve a better weight distribution.
Fig. 3 shows the interface where the position of the arm
and hand can be seen. The system is link-less with respect
to both the mechanical and electrical parts. The power
supply is provided by a battery pack that has been
designed to provide the capacity of 3.0 Ah at 12 Volts.
This pack powers the motors and all the electronics such
as the DSP, the drivers, and the sensors. The operational
autonomy of the device is 75 minutes in nominal continu-
ous usage condition, see [15] for estimation details.

The overall MOTORE weight is about 10 Kg including
the batteries. However, the user’s forearm and hand
increase the total weight of the device thereby improving
the amount of force that may be transmitted by the wheels
through pure friction with the surface.

On board there is a three-axis accelerometer used both
for error detection and additional compensations. In par-
ticular, at the startup of the device the accelerometer is
used to detect if the robot is being operated on a non-
horizontal surface, whereas during the working session
it is used to detect dangerous conditions. The accelerom-
eter is also used to dynamically compensate for the
robot’s inertia.

A two-axis force sensor has been embedded in the robot
handle to measure the planar interaction forces with the
user’s hand. The cell gains and the computing unit have
been designed to achieve 0.01 N accuracy on the full scale of
40 N. This load cell is the control input provided to the user
to drive the system.

Finally, the system embeds an optical sensor (Opt) that,
together with a pattern-printed surface provides absolute
localization.

The computing unit was carefully chosen in order to
ensure low-power consumption but at the same time the
required computational power. It consists of the DSP
TMS320F28335 commercialized by Texas Instruments (Dal-
las, USA) running at 150 MHz, with a 32 bits floating point
unit. The DSP allows handling the whole control scheme at
a base rate up to 10 kHz, [15].

Concerning the communication, a Bluetooth module has
been interfaced to the DSP in order to establish a bidirec-
tional communication with remote devices.

Table 1 summarizes the major design information and
relevant symbol terminology used in the paper, and Fig. 2
shows a view of the base of the device, with almost all the
above mentioned system components.
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Fig. 2. Bottom view of the MOTORE system highlighting the layout of the
components. With respect to the photo, the actual system configuration
uses wheels composed by a double row of rollers to avoid hopping dur-
ing motions.

2.3 User Interaction

This section will explain how the system is positioned and
how the user interacts with it; moreover it will show the
safety features the interface.

The device can simply be placed on a desk and the
user sits down on a chair in front of it (see Fig. 3). At
this point the user can switch-on the power button, and
the robot emits a melody to indicate its state and then
the device is ready to start the working session. There is
no calibration procedure for the sensors, the working
sheet on the desk under the device is used for setup.
The sheet is made of a specially printed paper used for
absolute localization (see Section 3.2 for details).

The mobile robot works by moving over the working
sheet and the user can directly drive it while grasping the
robot handle. The handle has been designed to facilitate the
grasping by impaired people. To improve the device usabil-
ity and to provide a natural posture to the user, a passive
rotational support (the so called forearm support) has been
introduced. The forearm support is constrained to rotate
around the vertical handle axis. The bearings inside the sup-
port allow a frictionless rotation of the support, which
improves user comfort while operating the device and,
at the same time, it allows the best maneuverability for
the robot.

Fig. 3 shows how the user interacts with the system. The
user’s upper limb rests upon the forearm support and Vel-
cro straps, hold it in place while the hand exerts forces on
the robot handle. Particular care has been taken to minimize
the amount of forces exchanged on the motion plane
between the forearm support and the user’s upper limb.
Thus the device feels only the interaction forces, lying in the
xy-plane, between the user’s hand and the robot’s handle.
These forces are the input signals for the admittance type
controller, which provides the velocity reference that will
be followed by the device by mean of the internal controller.
An emergency stop button placed near the other hand pro-
vides safe operation. In the actual configuration the support
surface is layered over a wooden plane with protruding
borders introduced for safety reasons.

Fig. 3. User interaction with the MOTORE system. The device moves
and operates on a transportable panel with given geometry and a printed
pattern.

Given the system’s symmetry, the user can drive the
interface with the right or the left arm. Such a change can be
performed at any time without any reconfiguration proce-
dure, even during the working phase when the robot
is active.

Since the interface may be used by inexperienced people,
particular attention has been directed to safety aspects. An
active supervising control and an easy to access emergency
stop button, minimize risks to the user. To ensure safety,
the device limits the range of motion in absolute coordi-
nates. Beside those tools, other strategies have been imple-
mented. Force feedback is limited by both software
saturation and the intrinsic nature of the actuation system:
due to the upper limit in the wheel friction coefficient, the
robot cannot exert harmful forces to the user’s upper limb
even in the presence of sudden motions.

3 CONTROL

To date, existing MHIs decouple mobility and force genera-
tion by making the mobile platform as transparent as possi-
ble and delegating the force generation to the haptic
interface component [6]. On the other hand, MOTORE
adopts a different solution by directly generating forces
through the mobile platform’s wheels, which are used as a
locomotion tool as well as a force rendering tool. This choice
introduces several challenges that need to be addressed,
such as slippage and localization that will be discussed in
the rest of the paper. In addition a tradeoff between position
accuracy and force feedback smoothness has to be
considered.

This section discusses the control organization of
MOTORE starting from the high-level control. Then the
localization technique is discussed as a key element of sys-
tem functionality. The section finishes with a description of
the force feedback rendering approach.

3.1 Logic Architecture

The control structure is organized as a high-level control
(interaction management and safety checks) and low-level
control (sensor measurement and motor control) both
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managed by the embedded processor. The high-level con-
trol is organized as a state machine that supervises the exer-
cise as triggered by commands from the external
communication link. The state machine contributes to the
flexibility and safety of the system. In particular, after ini-
tialization, the system enters the so called “Wait Mode” in
which the device waits for inputs from the higher level
application. In this state the motors are enabled but no
forces are exerted. When a request for command arrives the
“Center Mode” state is entered moving the device to the
starting point of the planned exercise. When the device
reaches the starting position the system enters the so called
“Run Mode.” In the “Run Mode” state the robot is driven
through the force sensor and it generates the force feedback
according to task parameters and the chosen low-level con-
trol modality. To improve user interaction with the system,
each state is clearly marked trough an unique melody that is
played when entering the state. Besides that, during the
“Run Mode” the buzzer plays a beep periodically indicating
that the system is under force feedback control.

Error conditions are managed across all the states mov-
ing from the current state to the so called “Error Mode”.
Examples of error conditions are: timeout for waiting com-
mands while in “Wait Mode”, thresholds in the maximum
velocity of the device and emergency stop button activa-
tion. In Error Mode the power electronics disables the
motors and the buzzer emits the alarm sound. “Error
Mode” is exited back to “Init Mode” when an external
reset command is received. Additional validations are per-
formed in the “Init Mode” that is a short timed procedure
that verifies the system and environment conditions such
as battery level, sensor health status and the horizontal
alignment of the working plane.

3.2 Localization Technique

The control algorithm requires an absolute and precise
localization of the robot posture in the environment, in
order to develop position-based exercises. Such a feature is
not so straightforward to be achieved with the additional
constraint of the absence of calibration. Actually, precise
system localization cannot be solved by means of the pro-
prioception method only, i.e., several measuring systems as
well as methods for sensory data fusion have to be applied.
This section presents the measuring system adopted in
MOTORE and how this information is fused with the odom-
etry through a custom designed Extended Kalman Filter
that takes into the account the peculiarity of the force ren-
dering requirements and the nature of the sensors.

The use of Kalman filtering is well known to solve the
localization problem of mobile robots. Standard and multi-
rate, extended and unscented Kalman filters have been
proven to achieve increasing levels of accuracy [16], [17].
However, the user interaction, required in haptic force gen-
eration, poses additional constraints to the position recon-
struction provided by Kalman filtering. Achieving the best
interaction here means being able to mediate between the
position accuracy reconstruction, achieved by Kalman filter-
ing, and the quality of force feedback.

MOTORE is provided with two position information
sources: an absolute localization system based on optical
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Wheel 3

Fig. 4. Kinematic diagram of the system depicting the three wheels, the
absolute position tracking device, and the reference systems.

sensors and odometry from motor encoders. The absolute
localization has been achieved using a CCD sensor, which
operates with a proprietary technology from Anoto (Lund,
Sweden) that ensures accurate localization (0.03 mm reso-
lution) over a very large displacement [18]. These sensors
are primarily employed for creating digital pens that pre-
cisely track and record the writing patterns detecting the
position of the optical sensor over a pattern-printed sheet.
This special pattern encodes the absolute localization of
the sensor and it is completely different from the optical
flow approaches employed in modern optical mouses.

The optical sensor is placed in a given position inside
the MOTORE case, BZ,, see Fig. 4 and Table 1, and it is
oriented along the vertical axis in order to observe, per-
pendicularly, the sliding sheet. The CCD sensor delivers
at 75 Hz the absolute xy-position measurement relative to
the workspace (°Z,). The communication with the embed-
ded control unit is realized by means of the Bluetooth
channel. This solution has advantages with respect to
camera based or acoustic tracking since it is insensitive to
the environmental light conditions, it does not require
calibrations and, finally, it is completely embedded into
the device.

The proposed fusion technique is almost independent of
the absolute tracking technology. Fig. 4 summarizes the con-
ventions used for the mobile device and introduces the
adopted reference frames. For the definition of the symbols
please refer to Table 1. A fixed reference system “o” is used
to model the motion on the sheet of paper, and a local refer-
ence system “B” is placed on the device. The fixed reference
frame has been defined originating in the center of the
working sheet and the zy-axes are oriented in the transverse
plane of the user: z-axis laying in the intersection with
the coronal plane (positive direction toward right), while
the y-axis is at the intersection with the sagittal plane
(positive direction toward front).

The system dynamics have been represented by a
non-linear discrete-time equation referred to as the pro-
cess model:
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(k) = f(z(k—1),u(k — 1)) + w(k — 1), (1)

where z(k) is the state at time k, u(k) is the control input,
and w(k) is a zero-mean, white, Gaussian process noise
with covariance matrix Q(k). f(-) represents the relation
between variables in (k — 1)th step and z(k), i.e., it is the
state prediction based on the actual state and inputs. The
state prediction equation is derived in a discrete form based
on the controller sampling time (1 kHz):

Tok Tok—1 Ab; 11 W -1
Yok Yort |+ Tr-1| | AOopr |+ [ wop—1| |, (2)
Yy, Vi1 Ab3 1 W3 k-1

where according to Table 1, [z, yo, ] is the pose of the
mobile frame with respect to the fixed frame and .J is
the motion Jacobian matrix defined as:

op [sin(¥y)  sin(yy +%7)  sin(vy — )
Je=oc| —cos(¥y,)  —cos(Yy +35)  —cos(¥y —25)|. (3)
3N| 1 n N
5L 3L 3L

The measurement equation is,

(k) = g(z(k), u(k)) + v(k), (4)

where z(k) is the measured value by means of the optical
sensor, w(k) is a zero-mean, white, Gaussian measurement
noise with covariance matrix R(k), and g(-) is the relation
between the state and the measured value, which is,

{ Zl,k:| - [COE(W)

Zok) | sin(vy) i Io’k] i(/l’ +{vl‘k}. (5)

co(¥i)  Yor ]| Uak

According to Table 1, [X,,Y,] represent the position of
the optical sensor in the mobile frame.

The prediction phase is executed at 1 kHz whereas the
correction happens at 50 Hz due to the limitations in the
communication channel rate that reduces the optical sensor
operation frequency (75 Hz). Every time a correction step
is applied, the estimated position shows a step behavior,
which, due to force feedback generation, like for example a
classical impedance control, results in a force impulse on
the robot handle. Since the quality of haptic feedback has
to be maximized, the standard EKF has been modified in
order to apply the estimate correction in a smoother way
than applying it as a single pulse. This innovation is
applied gradually between two consecutive update steps
of the Kalman algorithm.

3.3 Force Rendering
The low-level control algorithm has to provide force and
position control and it has to satisfy the fail safe criteria. In
the following an overview on the low-level control architec-
ture is presented, while a detailed treatment can be found in
our previous work [19].

The low-level control algorithm is mainly composed by
three closed loops and by two open loops that take into the
account relevant compensations: inertia compensator and

Inertia
compensation

Torsion
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Exercise A q
> control | Velocity Actuation Current
X control group Control
algorithm
AL Motor _
Jacobian
Localization T
algorithm .
[} renD
Handle Fe

Fig. 5. Block diagram of the control algorithm. The architecture is based
on several nested loops and two open loop compensations. Pole separa-
tion among these feedback components ensures overall stability. In
addition, the localization algorithm updates have been optimized to mini-
mize the force changes when the drift is recovered.

torsion compensator. Fig. 5 shows the organization of the
low-level control algorithm and it highlights the relation
between all the components involved in the generation of
wheel torques. At the inner level a PI current control deter-
mines the PWM duty cycle to control the current flowing
within the motors. The current regulation is closed on the
velocity controller that enables the platform to follow the
desired velocities in the local coordinate system. The veloc-
ity controller generates the wheel torques to track the
desired velocity provided by the “Exercise control algo-
rithm” sub-system. According to the control structure, the
device velocities can be accurately estimated using only the
proprioception system and, in particular, without requiring
the Kalman filter. The choice of this configuration allows us
to implement safe behavior in the absence of absolute infor-
mation due, for example, to large Bluetooth delays. The
position update sub-system, introduced in Section 3.2, is the
outer loops running at the slowest frequency (50 Hz).

The core of the system is the “Exercise control
algorithm,” which decides how to propagate the user
input force, measured on the force sensor, to the velocity
controller. The module operates in different way accord-
ing to both the state of the system and the phases of the
rehabilitation application. In particular, it provides zero
velocity during “Init Mode” and “Error Mode,” free
motion during “Wait Mode,” point attraction/potential
fields (the device is attracted to a point in space) during
“Center Mode,” and constrained admittance tracking dur-
ing the “Run Mode.” In the latter case the device behaves
like a viscous virtual mass and it allows the user to move
along the reference path while at the same time it corrects
for errors in the direction orthogonal to the path itself.
This behavior is achieved by defining the local unit vec-
tors and implementing an admittance control along the
tangential direction and an impedance control along the
orthogonal one. The desired velocity (V) resulting from
the two contributions is given as follow:

Vi=Vi+ V. =Y(F + (F. - d, K)), (6)

where W and V| are the desired velocity components paral-
lel and orthogonal to the path, respectively. Y represents
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Fig. 6. Position estimation comparison along the z-axis between odome-
try and the optical sensor. Slips integrate over time and produce a drift,
which is compensated by the sensor fusion algorithm.

the admittance gain filter, K the stiffness of the impedance
filter, dl is the distant vector from the path, F‘H and }i are
the external force decomposition according to the parallel
and orthogonal direction, respectively. This control law
allows us to achieve complementary device behavior along
the orthogonal and the parallel directions of the path. The
device behaves like a pure mass along the direction parallel
to the reference path and like a constrained object along
the orthogonal one. To better understand the control law,
consider the following example where the user pushes on
the robot’s handle until an equilibrium point is reached.
Moreover consider that the user is pushing only along
the orthogonal direction of the programmed constraint
(a straight line for the sake of simplicity). Thus, with respect
to eq. (6): ﬁ\l =0 and F_’L = dlK = ‘74 = 0. The interaction
force with the user is exactly equal to the impedance effort
provided by the control law.

Given the modularity of the designed control algorithm,
the system is easily re-configurable for applications in other
fields. The base control components (current control, veloc-
ity control and Kalman Filter) guarantee the system stability
whereas changing the “Exercise control algorithm” allows
device customization.

4 EXPERIMENTAL SETUP

A series of experiments have been carried out in order
to characterize the proprioceptive noise and error in the
position estimation, the planar forces that the system can
provide to the user and to evaluate the general usability of
the system in a rehabilitation like exercise.

4.1 Slip Characterization
4.1.1  Design

The test aims to estimate the amount of proprioceptive
inaccuracy in the estimation of device posture. The odom-
etry of the system is inaccurate due to both the encoder
quantization and the slip of the wheels. Several tests have
been carried out, each one with different device condi-
tions. In the first subset of experiments a person moved
the device through its case while the motors were pow-
ered off. After that, in the second subset of experiments,
the device moved autonomously in order to follow the
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desired path. In the last subset of experiments the device
was loaded with 5 kg in order to simulate the presence of
the user’s arm. Here the device moved autonomously
according to the programmed path. Each test explored
different speeds of motion along the z-axis first, and the
y-axis later. The movements were directed forward and
backward from the axis itself (see Fig. 6). Thus, the path
consisted of linear movements, which were followed with
increasing velocities. During these tests, the device
applied no force feedback and the inertia compensation
was switched off. It has to be pointed out that, given the
device kinematics (see Fig. 4) the chosen directions of
movement are enough to represent all the situations that
could happen in a more complex path. In fact, the move-
ment along the z-axis involves only two wheels (wheel
numbers 2 and 3 in particular) while the last wheel is
completely out of gear, whereas the movements along the
y-axis involves all the wheels.

The recorded variables consisted of the encoders’ signals
and in the absolute position signal. With such variables the
integral of absolute movements can be calculated:

D, = Z ‘Aposy‘. (7)

Here D, is the estimation of the position variation
between two consecutive sample times as estimated by
means of the measuring entity, such as D, for the encoder
and D, for the optical sensor. The slip is estimated by com-
paring the integral of the absolute movements resulting
from the odometry with the one obtained from the absolute
position measured from the optical sensor.

4.1.2 Results

Fig. 6 shows how the trajectories look like in the tests. In
particular, the figure plots a test where the interface moves
along the z-axis. The dashed path refers to the estimated tra-
jectory from the encoder signal whereas the solid line repre-
sents the measured trajectory. The estimated position is
very close to the measured one in the initial phase, but after
a while the estimation diverges due to the wheel slippage.
At the end of the test, the displacement estimated with
the odometry is 1.815 m, while measured with the optical
sensor is 1.754 m. The relative error results roughly equal
to 3.5 percent.

This analysis has been repeated for each kind of experi-
ment previously outlined, both for the z-axis and the y-axis.
Fig. 7 reports the boxplot of the relative error between the
odometry and the optical sensor. The expression of the error
E, that is the relative slip, is given as follow:

|D€ - Dp| )

p

E; =100 (8)

The figure shows the results obtained in the three kinds
of experiment. In the first group, called “Passive,” the
device had no desired current for the motors while the user
manually moved it. The same happened in the second con-
dition, called “Open,” where the motor’s electrical power
circuits were physically opened to avoid electrical brake
due to current dissipation into the device circuit. In the last
group, called “Active,” the device control loops were closed
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Error [%]

Passive Passive Open Open Active Active
X y X y X y

Fig. 7. Relative position estimation error E; (eq. (8)) of the odometry
against the optical sensor, compared across different actuation group
modalities.

and thus the interface was driven through the force sensor
using the admittance filter. In these experiments the speed
of movement, which depends only on the user, ranges
between 10 and 20 cm/s. This figure shows the results for
both the z-axis and the y-axis. A one-way ANOVA model
was applied to compare the three groups (Passive, Open,
Active) taking the two coordinates together. The test shows
an overall discrimination between the groups’ means (F =
395.47, df = 3, p<0.01). In particular pairwise tests, with
Bonferroni correction, show discrimination between the
three groups: passive and open are not different (F = 5.49,
p = 0.02, 95% CI[—1.9886, 0.0512]) while open and active are
distinct (F = 373.43, p <0.01, 95% CI [9.7612,12.1952]). The
results show that there is no a clear difference between the
Passive and Open meaning that the electric brake has no
strong influence in the wheel dynamics. In both cases the
high value of relative slip £, around a mean value of 13
percent, is mainly given by the rotor inertia and the gearbox,
which, in turn, try to keep the steady state of the wheels. On
the other hand, when the motors are used to move the
device, the slip is drastically reduced. The TOST equiva-
lence test [20] has been applied, for each group, testing the
equivalence between x and y motion inside the groups. The
two axes result equivalent for all groups. In particular we
computed the separation following the eq. (7) of [20] obtain-
ing 3.7 for Open/Passive and 3.3 for Active. For the way
TOST is formulated it is also possible to find the minimal
separation to achieve equivalence: 1.65 for Passive, 2.9 for
the Open, and 0.95 for the Active group.

The amount of relative slip £, as function of the speed of
motion and load is shown in Fig. 8. There are represented
four velocity-load conditions where the device moved
autonomously at different velocities along the z- and y-axis.
The labels “v0.2 m0,” “v0.3 m0” and “v0.4 m0” represent
the cases where the device moved at 20, 30 and 40 cm/s
respectively without load on the vertical axis, whereas “v0.2
mb” represents the experiment where the robot moved at
20 cm/s with a weight of 5 kg on its case in order to simu-
late the presence of the user’s arm. As before, the figure
shows the results for both the z-axis and the y-axis.
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Fig. 8. Relative position estimation error E, (eq. (8)) of the odometry
against the optical sensor at different speeds of motion and loaded
weights.

There is no a significant difference in relative slip F,
when measured across all the trials (F = 3.07, df =3, p =
0.0291). Also, there is no significant difference when com-
paring x and y cases inside each velocity-load condition “v.
xx mx,” except for the group “v0.3 m0.”

4.2 Force Feedback Characterization
4.2.1 Design

This test characterizes the amount of force feedback that the
device can provide to the user before slip occurs. The inter-
face is set under velocity control with desired velocity equal
to zero, while the user pushes on the robot handle along a
specific radial direction in the xy plane. The external force
has to be carefully exerted in order to do not load the robot
along its vertical (2) axis since this affects the wheel traction
forces. Thus, the user pushes with his/her finger the handle
from the side instead of grasping it as in the typical working
conditions. Moreover, to simulate the presence of the user’s
arm, a 5 kg mass weight is placed over the device case.

The recorded variables consist in the absolute position
signal and in the force sensor signal. The estimation of the
static force that the interface can provide is computed by
looking for the first force value that triggers the slip event.
Thus, it is required that the user gradually increases the
exerted force along a specific radial direction until the inter-
face starts to drift. This amount of force is the maximum
static force that the robot can provide in that direction. This
process is then repeated at regular angular steps of around
7/4 in order to cover the entire circle.

4.2.2 Results

Fig. 9 shows the experimental results in a polar coordinate
plot overlapped on the device diagram. Each arrow repre-
sents the force that triggers the drift of the device. The
length of the arrow represents the amount of force whereas
the spatial direction points to the direction where the user
“mainly”’ exerted the forces. The forces are expressed in

1. The direction of the applied external force has been calculated
through the mean of unit vectors sampled each sample time.
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Wheel 1
o

270

Fig. 9. Maximum force before slipping when the device is set in static
condition. The force is expressed in mobile frame.

Newton with respect to the mobile frame of the device. For
instance, the arrow oriented toward 270 degree represents
the external force exerted along the negative ypz-axis of the
mobile frame. Experimentally it has been found that the
maximum amount of static force that the device can provide
is approximately equal to 15 N. Beyond such force level the
device is still able to provide high value of force feedback
but its wheels begin to slip. The position threshold after
which the device has been considered losing the static con-
dition was set to 5 mm.

The result is quite different from the theoretical expected
value of 36 N (see Section 2.2) due to two main reasons: low
static friction coefficient and displacement of the center of
mass from the device geometrical center. The plastic cover,
employed to protect the pattern-printed sheet from being
early damaged, significantly reduces the friction coefficient
between the wheels and the working plane. Moreover, the
center of mass is placed around 15 mm on the zp-axis and
due to this displacement two wheels (“wheel2” and
“wheel3” in Fig. 9) are more loaded than the last one
(“wheell” in Fig. 9). Reducing the vertical load on “wheell”
decrease also the traction force that it can provide. Further-
more, the effect of the unbalanced wheels conditions
depends on the external force direction. In Fig. 9 it can be
seen that better results have been obtained exerting forces
that increase the load on the “wheell” (i.e., along the nega-
tive direction of xz-axis) and coherently worst results in the
opposite situation.

4.3 Preliminary Evaluation
4.3.1 Design

The objective of this test is to verify the interface usability
and the whole system effectiveness as possible rehabilita-
tion tool. It is also important to test the stability of the
control system and the correct integration of all the
algorithms that compose the whole system. For example,
the force rendering algorithm has to cope with both
the position estimation provided by the Kalman filter and
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Fig. 10. Trajectory tracking performed by the healthy user.

the velocity controller. Again, the efficacy of the logic con-
trol piloting the interface during the rehabilitation session
and/or in the presence of possible alarms has to be accu-
rately verified.

In this basic evaluation test to the users were asked to fol-
low the trajectories shown on the screen in front of them.
MOTORE is placed on the working plane between the user
and the monitor, which, among other statistics, displays in
real-time the device position as well as the reference path
through a custom GUI. The graphical interface can also be
used to manage the rehabilitation session and to store the
results. The working plane where the robot can move has
been fixed to 1,080 x 720 mm.

The instructions given to the users were to follow the
reference path shown on the screen trying to be as accurate
as possible. In these preliminary evaluation trails there
were no specific constrains concerning the session dura-
tion, the number of turns around the path or the speed at
which the exercise has to be performed. The main aim was
to tests the system effectiveness driving the subject’s arm
along the reference path. The system driving capability has
been investigated under different driving stiffness levels.
The evaluation has been performed comparing the results,
in terms of tracking error, obtained from a healthy user
with the ones obtained from a patient who signed a con-
sent form. The recorded variables are the device position,
the position error from the reference path, the contact force
between the robot and the user, the exercise duration, the
exercise parameters like for instance the level of stiffness
and other signals useful for debugging purpose and/or
graphical representation.

4.3.2 Results

Figs. 10 and 11 show the device’s position recorded during
the path following exercise of a rectangular path. Fig. 10
displays the data from a healthy subject (right handed,
29 years old) whereas Fig. 11 are the measurements from a
patient (hemiparetic, chronic, aged 59 years old) that
accepted to participate to initial testing of the device. In
both figures the reference path (dashed red line) is shown
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Fig. 11. Trajectory tracking performed by the patient.

in the top left corner, while the other plots show the per-
formed trajectories (solid blue lines) overlapped on the ref-
erence path. The position is expressed in meters with
reference to the absolute frame. Starting from the top right
corner and going clockwise the trajectories displayed were
performed with a “soft” device operation (stiffness value
equal to 100 N/m), a “hard” device intervention (stiffness
value equal to 1,000 N/m) and a “medium” one (stiffness
value equal to 500 N/m), respectively. The results show
the excellent repeatability of the user’s path (especially
with increasing stiffness), even by the patient that did not
have complete dexterity over all the task workspace. The
gap between the actual path and the reference one
increases with decreasing robotic assistance. It can be seen
that the path does not trace perfectly the reference. In par-
ticular, in the “soft” case, both the users had worse perfor-
mance compared to the other cases. The patient had
difficulties reaching the most distant points from his/her
body (the most distant points along the y-axis) and with-
out a considerable help from the robot he/she moved far
away from the reference path. On the other hand, the
healthy user, having less amount of constraint, was not
able to follow the reference with the same accuracy he/she
had in the other conditions. Increasing the amount of robot
aid, the paths became more regular and they closely
resemble each other. The recorded trajectories also indi-
cate the good position estimation of the robot.

The comparison, in terms of position error from the refer-
ence path, between the healthy user and the patient, is
shown in Fig. 12. The evaluation has been performed for
each stiffness level of Figs. 10 and 11. The error has been
evaluated as the absolute value of the minimal distance
from the reference path of each point in the space.

It can be seen that with increasing driving stiffness the
error decreases for both users and the most important result
coming from the analysis is the comparable performance
between them. It can be seen that the median value is simi-
lar in each case and the variation is reduced with increasing
stiffness. These results suggest the MOTORE system is a
promising rehabilitation tool.
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Fig. 12. Tracking error comparison for each stiffness condition between
the healthy user and the patient.

5 CONCLUSIONS

The work deals with the concepts and the design of the pro-
totype called MOTORE. The device paves the way for new
type of interfaces that combine the principles of mobile
robotics with the requirements of haptic interaction. The
work describes the series of design decisions required to
create a portable and effective solution.

The device is a general haptic interface that has been
oriented toward robotics rehabilitation in three ways. First,
during the design phase particular attention has been paid
to adopt standard electronic and mechanical components
in order to reduce final cost. Second, the type of device
and its control have been aimed at improving patient
safety during use. Finally simplified setup procedure were
established by removing calibration requirements. With
respect to the state of the art, the system represents a
breaking point not only in rehabilitation robotics but also
in those applications where portable, lightweight and user-
friendly device are the primary requirements. Moreover,
with respect to the usual devices employed in the rehabili-
tation therapy, MOTORE performance is not affected by
the handle position and orientation. This to deploy easily
large workspace span exercise, differently from grounded
haptic platforms.

The compact and lightweight characteristics of MOTORE
allow it to be used in whichever horizontal plane. Equally
noteworthy is the new opportunity for patients to take the
device with them and exercise on their own time. Since all
exercise’s data are recorded, a therapist could simply down-
load them and analyzes remotely the effectiveness and the
therapy progress, without requiring the patient to revisit
the clinical center every time. Such a situation could
improve the domestic rehabilitation since generally it has
not a direct medical control. Finally, new rehabilitation
modality like tele-rehabilitation or therapist tele-supervised
rehabilitation begins to be attractive.
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