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Abstract— The shortage of physicians afflicting developed
countries encourages engineers and doctors to collaborate
towards the development of telemedicine. In particular, robotic
systems have the potential for helping doctors making exam-
ination. A very common examination that can be the goal of
a robotic system is palpation. Most of the robotics systems
that have been developed for palpation present interesting
features such as integrating augmented reality environments or
allowing for hand free interaction. In this paper we present
a novel palpation system that allows us to perform virtual
palpation of real objects by means of a haptic and an augmented
reality feedback. This system features an encountered-type
haptic interface in which the haptic feedback is calculated by a
collision detection algorithm that is based on online recording
of the surface to be touched. The system allows the users to
remove their hand from the haptic interface end-effector that
follows the user’s hand thanks to the tracking performed by
a Leap Motion. We show that the system provides a natural
interaction during the contact-non contact switch, a suitable
force during indentation, and it allows to discriminate objects
within the body through the haptic channel.

I. INTRODUCTION

Today and in the following years, the increasing aging of
the developed countries population requires and will require
more and more medical examinations and interventions to
be carried out [1]. This need causes a shortage of physicians
that will become worse in the next years. In the recent years
technology has proved and is proving to be a solution to
fill the gap between the required amount of examinations
and what physicians can actually do. In particular, robots
showed to be valuable aids (e.g. see [2] for endoscopy, [3],
[4]) for the doctors. Among the several applications of robot-
aided examination, palpation has attracted the attention of
both physicians and engineers in the last years.

Palpation is an examination in which the doctor’s fingers
and palms interact with the patient’s abdomen. The doctors
explores the organs and the other tissues beneath the skin
checking whether any abnormality is present, such as organs
bigger than they should be, nodules or other masses. Doctors
adopt various techniques for abdominal palpation, varying
the pushing location and the force.

Robotic systems were developed in the recent years to
simulate palpation (e.g. [5], [6]). In [7], Inoue et al. propose
a simple device for abdomen palpation that is composed
of two sheets held by two wooden boards. The motion of
the board as well as the tension in the two sheets allow
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for varying the stiffness perceived by the user. Although
the system proved to reliably simulate the abdomen wall,
it does not allow for the simulation of abnormalities under
the skin surface. The HIRO system [8] features palpation
of deformable tissue (breast palpation) based on a finite
element model that allows to provide haptic feedback by
means of a robot. Five thimbles are attached to the fingers
of the robotic hand to provide forces to the user’s fingers.
To the authors’ knowledge, the system does not currently
feature visual feedback. Coles et al. propose in [9] a palpation
and needle insertion system that integrates haptic feedback
and virtual reality. The haptic feedback is provided by two
Novint Falcon devices that actuate a tactile palpation end-
effector. A camera placed on top of the users’ hands track
its motion. Finally, an augmented reality (AR) representation
of the scene is co-located with the haptic feedback device,
and it is displayed on a screen. The co-located haptic and
visual feedback increase the fidelity of the system making
it suitable for training. Currently, limitations of the system
for abdomen palpation are the lack of representation of the
real patient and the representation of abnormalities that are
beneath the skin. The approach proposed by Diez et al.
in [10] adopts also the encountered-type paradigm. They
simulate the skin by means of a flat rubber sheet. On one
side the user can touch the screen, whereas on the other side
a robot provides haptic feedback according to a stiffness map
that is calculated depending on an assumed tissue stiffness
and on nodules’ stiffness. The authors propose an algorithm
that switches from position to impedance control depending
on the interaction of the user with the screen. The user’s
hand is tracked by means of a marker-based optical tracking
system. In [11] the combination of visual and haptic cues is
further pushed, as multiple point haptic feedback is featured.
The image of the patient is used for the visual feedback
and for creating a domain in the space in which organs
and abnormalities are immersed. The haptic feedback is
then based on a blobby objects rendering approach. The
visual display is based on a 2D image of the patient that
is deformed according to the doctor’s hand depth in the
direction perpendicular to the image.

This paper presents the architecture and the control strat-
egy of a novel system for virtual remote examination. Our
approach combines visual and haptics cues and it allows the
doctors to move freely their hands in the space when they
are out of the patient’s body and to receive a force feedback
only when they interact with the patient. An augmented
reality (AR) environment facilitates natural interaction with
the system. The AR environment is co-located with the real
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Fig. 1. The virtual palpation system. The components are shown along
with the reference frames in which the gathered data are represented.

hand and haptic interface and the doctor’s hand is tracked
regardless of the contact with the patient. The doctor is
always displayed, in the AR environment, with an avatar
of his/her hand that is suitably located with respect to the
patient. Our system combines therefore the advantages of
[9] (haptic rendering co-located with the AR environment)
and of [10] (encountered-type interaction). Moreover, as for
[11], in our approach the rendered force is the sum of
two contributions: the force due to the indentation in the
abdomen skin and the force due to internal structures. We
progress from [11] approach as the first contribution is based
not only on the doctor’s current hand position, but also on
an online scan of the patient’s belly. Moreover, continuous
tracking of the patient allows for a continuously updated 3D
representation of the scene in the AR environment, in which
the video stream of the patient and an avatar of the doctor’s
hand are displayed. This allows us to have a consistent haptic
feedback even when the patient moves, thus handling real
patients. In the future, this setting will allow us to extend our
system to real remote examination, having a third (robotic)
agent performing palpation guided by a doctor (see [12]).
Therefore, this paradigm will be useful for training, for
online (when combined with the robot) and offline remote
examination.

After an overall presentation of the system, the compo-
nents will be detailed. A particular focus is given to the
control strategies that demonstrate the system flexibility that
is needed to switch from a training setting to real remote
examination. Then, a demonstrative experiment is presented
to show the capabilities of the system.

II. METHOD

A. The palpation system

The virtual palpation system that we developed is shown
in Figure 1. The system includes two locations: the patient’s
site (PS) and the doctor’s site (DS). In the PS the patient
lies on a table while he/she is tracked by a RGBD sensor
(Microsoft Kinect R© version 1). A computer manages the
video and depth stream to the DS. In the DS, the doctor
wears 3D glasses and seats in front of a frame that holds a 3D
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Fig. 2. The system architecture. The modules are shown along with their
relationships.

screen positioned horizontally. Under the screen the doctor’s
hand interacts with a high performance haptic interface (HI)
[13] while his/her hand are tracked by means of a Leap
Motion R© mounted between the bottom of the screen and
the HI. This solution has a sufficient tracking workspace and
does not interfere with the contact of the hand with the haptic
interface. In the DS a computer (PC-1) manages the video
and depth stream coming from the PS. A second computer
(PC-2) embeds the Matlab R© XPC Target application that
runs the control of the HI. Currently, the end-effector of
the HI is a ball (6 cm diameter) that is used to handle the
contact with either the fingers or the hand’s palm. All the
computers involved are Intel PC (Core i7 4770R 3.2 GHz, 8
GB RAM, embedded GPU) running Ubuntu Linux. The HI
is a 3 DoFs robotic interface (see Figure 1). The workspace
is a sphere sector that spans between 0.4 and 0.8 m from the
center of rotation and include a barrel’s rotation of [−20,20]
deg and [−40,40] deg about the first two DoFs axes. The
worst end-effector position resolution is 0.13 µm whereas
the maximum continuous and peak force are 4N and 10N.
Other HI could be used, given that they match the features
of this one.

Thanks to the aforementioned components, the doctor
interacts with a virtual model of the patient receiving a visual
and a haptic feedback. The patient virtual model is based
on a point cloud representation of the chest and abdomen
surface obtained from the RGBD sensor. When the doctor’s
hand indents the skin the virtual force that is needed for
the indentation is calculated. Moreover, this setup allows us
to add components within the patient’s virtual body such as
organs and abnormalities, and to calculate the virtual force
generated by interacting with these elements. The overall
virtual force is then used to provide the doctor with a haptic
feedback. When the doctor’s hand is out of the body the HI
end-effector is not in contact but still follows the doctor’s
hand. At the same time the doctor is provided with a 3D AR
representation of the PS in which an avatar of the doctor’s
hand is superimposed to the PS scene.

B. System architecture

The system is made of several components acting either
in the DS or the PS, they are represented along with their
relationships in Figure 2. In the PS, the video and depth
streams from the RGBD sensor are compressed and sent via



TCP to the DS. In DS PC-1 receives the information via
TCP from the PS and runs the following modules:
• visualization (see section II-E), that provides the AR

feedback based on the PS video stream and the doctor’s
hand position;

• collision detection (see section II-C), that exploits the
point cloud from the PS and the doctor’s hand position;

• communication with the patient site computer, the Leap
Motion, and the XPC target computer for the haptic
interface control.

The software framework used for the development of these
modules, their latencies and the compression algorithms is
called CoCo and is described in [14] and [15]. PC-2 receives
data from PC-1 and runs the encountered haptic control that
regulates both the haptic feedback and the doctor’s hand
position. Section II-D shows how the doctor’s hand position
is estimated depending on the contact with the HI.

Given the different computational burdens that the dif-
ferent tasks require, the aforementioned modules run at
different rates. Figure 2 shows the rates the different modules
run at along with the rate transitions that occur at the
communication nodes. The constraints of each module will
be described in the following sections. The relationships
among reference frames that are needed for a consistent
co-location of haptic and the visual feedback are obtained
through the calibration procedure that are described in the
following sections. Figure 2 reports the frames of each
hardware/software component. In particular, the calibration
procedure provides the transformation between the Kinect
(K) and the Leap Motion (L) frames, and between the L and
the haptic interface (H) frames.

C. Collision detection

The collision detection module is based on an implicit
surface generated from the point-cloud using a KD-tree.
This is a spatial structure well suited for noisy and varying
point clouds, while other solutions can be employed for
more rigid geometries [16]. Two parallel components realize
this module: the first component receives the point cloud
representation of the scene and uses it to build a KD-Tree.
The KD-Tree is then passed to the second component which
is in charge of providing the collision detection information.
This component also receives the position of the hand,
estimated by the HI end-effector to limit the sources of noise
at the Kinect information only, converts it in the K frame, and
uses it to query the KD-Tree. A radius search is performed
on the point cloud gathering up to N points in a radius of
R meters from the hand position. The system than performs
a radius search, with the same parameters, on each of the
previous points and uses the results to find the normal of each
of the firsts points. The component uses the new information
to calculate the implicit surface identified by the N points
executing the algorithm in [17] and using as weight function
the soft-objects function C(r) described by Wyvill in [18].
Once the implicit function and the normal are known the
component uses the algorithm described in [19] to calculate
the position of the proxy in the scene. The proxy position is
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Fig. 3. The encountered haptic module along with its main components.

calculated at 100 Hz, converted in L frame and passed via
UDP at the PC-2 together with the distance from the surface
and a flag to notify the system whether the end-effector is
over or below the implicit surface.

D. Encountered haptic control

This module (see Figure 3) manages the hand contact
policy, determines the doctor’s hand position and provides
the doctor with a haptic feedback. It is implemented as a
Matlab Simulink model that runs in external modality in the
PC-2 XPC target at 2kHz frequency.

In the following ApBc means that the position p has been
obtained by the device B, is associated to the object c and
is written in the frame A. If a variable has been inferred it
has no capitol letter in its name. Each frame axis direction
is associated to the unit vectors i, j, k for the x, y and z axes
respectively. The variables available for the module are:
• LpLh and LT Lh i.e. the hand position and pose homo-

geneous matrix obtained from the Leap motion.
• Lpp i.e. the proxy position from the collision detection.
• ib i.e. a Boolean variable that is true when the doctor’s

hand is within the body
• HpHE i.e. the end-effector position provided by the HI.

The first three variables are available at 100 Hz and they
are received via UDP. These variables are firstly converted
to 2kHz frequency and then transformed in the HI frame
by means of a calibration procedure that is described in the
following to obtain HpLh and Hpp. HpHE is available from
the HI sensors at 2kHz. Being based on LpHh, ib showed
to be stable enough to be used without filtering. A Kalman
filter was applied to LpLh and Lpp to have a smoother signal.
Given the low update rate of these variables, we exploited the
previous estimates of these variables to predict the variable
evolution in the 20 time steps between two updates.

The module returns the doctor hand position LpHh that is
used for the collision detection and the doctor’s hand pose
LT Hh that is used by the visualization module.

LT Hh =

[LRLh
LpHh

0 1

]
(1)

Moreover it embeds the low level control of the HI that
features position and force control given a desired position
of the end-effector and a desired force F to be displayed at
the end-effector. The force control is an open loop control
that provides the currents the motor must be supplied with.
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The position control is a proportional-derivative controller
based on HpHE .

The calibration procedure consists of putting the hand on
the end-effector where we desire to have the contact with
the skin. LpLh and HpHE are recorded in this configuration
to obtain LpL0

h and HpH0
E that are used as offsets for the

following position transformations
• Leap to Haptic frame (L2H)

Hp = RH
L (

Lp−L pL0
h)+

H pH0
E (2)

• Haptic to Leap frame (H2L)

Lp = RL
H(

Hp−H pHE)+
L pL0

h (3)

where

RH
L = RL

H =

1 0 0
0 −1 0
0 0 −1

 (4)

We managed the transition between being out of the body
and within the body by means of a finite state machine that
is shown in Figure 4. Each state of the machine is labeled as
s f . In the Out Body condition the HI is in position control.
The target hand position is

Hpt =
H pp +[0δo 0]T +∆

HpHE (5)

where δo = 1mm is a small vertical offset that guarantees
undesired transitions to the In body. ∆HpHE =H pHE−H pp
is calculated during the last sample before the transition from
the In body state and allows us to avoid discontinuities in
the position control of the HI just after the transition. The
target force F is set to zero during this phase. Finally, in this
state LT Hh =

L T Lh. In the In body state the HI is in force
control. This is obtained by setting Hpt =

H pHE . We define
Hp0

p as the proxy position just after the system enters the In
body state. Hence Hp0

p is the hand’s first contact point on
the undeformed skin. The target force F is then calculated
depending on the indentation vector d with respect to the
first contact point. This condition represents well the fact
that during palpation the perceived force depends on how
the skin has been stretched and indented with respect to the
initial contact point (the hand does not slide on the skin)

F = [kx(dx)ky(dy)kz(dz)]
T d (6)

where
ki(di) = α(d2

i +di) i = x,y,z (7)

and
d =H pHE −H p0

p (8)

This approach can be easily extended by continuously up-
dating the proxy as in the algorithm presented in [19] where
d =H pHE −H pp and ki calculated according to 7. In case
a collision occurs with other objects within the body, the
force due to the collision can be calculated according to one
of the previous two modalities and it is managed by means
of further states. The overall target force is then calculated
as the sum of the force due to the indentation F and the
collision force with each of the objects. Currently a sphere
and a cylinder are available to include objects within the
body. Since the transition between the In body state and
the Out Body state may cause discontinuities in the hand
representation we sum the difference between the LpHh
estimations occurring at the state transition. LRHh is extracted
from LT Lh. Whereas the transitions among states within the
body are simply dependent on the hand position with respect
to the inner objects, the transitions between the In body
state and the Out Body state may cause discontinuities in
the visualization, instability in the control of the HI and
undesirable loops between the two aforementioned states. To
prevent these effects, we set a timer to stayat least 0.3 s in
each state and we added two intermediate states called Body
to Plane and Plane to Body (see Figure 4). The first avoids to
have loops between In body and Out Body and allows for a
smooth leaving of In body. The FromBody transition occurs
when the collision detection module sets the in-body flag ib
to zero and the distance from the surface ds is dS < dthr.
In the Body to Plane state there’s no position control but a
force is applied to the end-effector in order to go farther from
the body. When the height of the plane out of the body is
reached, the transition ToPlane occurs. In the Out Body state
there is no force applied to the end-effector, and a position
control forces the end-effector to move on a plane above
the body according to HpLh x and z components. When the
user’s hand pushes the end-effector towards the body, moving
it below the plane, the Under Plane transition takes place.
Then, in the Plane to Body state there is neither position nor
force control, and the end-effector waits to be pushed towards
the body. Finally, we allow the users to go from the Body
to Plane back to the In Body state in case they start pushing
again towards the body before leaving the intermediate state.

E. Visualization
The visualization module displays on the 3D screen the

remote scene as a 3D mesh, created from the point cloud
provided by the Kinect sensor, augmenting it with a virtual
hand model controlled by LT Hh .

The mannequin and therefore its 3D representation don’t
deform as the hand penetrates their surface causing the
virtual hand to disappear beneath the mannequin mesh as
soon as the indentation exceeds few centimeters. To avoid
this inconvenience the position of the hand is moved, during
the palpation, according to the position of the proxy Lpp,
while the orientation is still LRLh. We set a zero-hold policy
when Lpp is not tracked.



To improve the alignment between the visual and the
haptic feedback the texture of the virtual hand gradually
shifts its color towards a red shade the deeper the end-effector
is inside the surface.

III. TEST AND RESULTS

A. Assessment tests

Two healthy volunteers tested the system for a preliminary
assessment of its usability. They carried out an experiment
aimed at checking that forces are correctly displayed, thus
allowing the participant to naturally interact with the body
and to identify structures within the body. These goals are
necessary steps to allow the final user to perform a correct
diagnosis. The protocol is composed of four trials, in the first
they had to indent the patient’s skin in different points, thus
verifying whether the system provides a natural interaction
when switching between contact and non-contact with the
patient. In the second trial, the volunteers had to enter the
patient’s body in a specific point and try to move within
the patient’s body. This trial allows us to verify whether
equation 6 provides a suitable feedback for palpation. In
the third trial, the volunteers were asked to interact with a
cylinder (radius rc = 0.03m, height hc = 0.05m) lying 0.03 m
under the skin. The cylinder’s stiffness was set to 800 N/m in
order to facilitate the volunteers identifying it. In the fourth
trial they were left free to interact with the virtual patient
looking for abnormalities within the body. In all the four
trials we used the second modality (see equation 6) setting
α = 1500 (that corresponds to kx = ky = kz = 160N/m and
‖Fb‖= 9.5N when the penetration is 0.06 m. In all the trials
the collision detection module used R = 0.1 m and N = 10
for the radius search of the KD-tree, whose leaves include
at most 10 points, and an influence radius of 0.1 m in the
implicit surface algorithm. We gathered a 300k point cloud
from the Kinect and all the KD-tree leaves were checked.

B. Results and discussion

We report here the results that we obtained, a video that
was submitted along with the paper, was recorded to better
show the results. In the following figures we show only
explanatory examples, but the conclusions are supported
by all the data that we gathered. In the following figures
the possible states s f are: s f = 0 i.e. In body; s f = 1 i.e.
Body to Plane; s f = 2 i.e. Out body; s f = 3 i.e. Plane
to Body; s f = −3 i.e. Cylinder Upper Area; s f = −2 i.e.
Around the Cylinder; s f =−1 i.e. Cylinder Lateral Area. The
first trial confirmed that the system manages the transition
between Out Body and In Body conditions preserving a
natural interaction. Figure 5 shows that there are no jumps in
the position of the end-effector, meaning that the transition
is fluid. When the user’s hand is outside of the body the end-
effector correctly tracks the hand’s position being on a plane
just over the body (see the stars in Figure 5). The position of
the hand to be used in the AR environment, instead, moves
in 3D according to LT Lh.

The second trial shows that the force is correctly displayed
to the user in all the directions during the indentation. Figure
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6 shows the force evolution according to the indentation
and the force transition when switching the condition of the
interaction (i.e. between inside and outside of the body).

The third trial result shows that the volunteers were able to
perceive the cylinder within the user body. Figure 7 shows
the trajectories along with the forces that were perceived
during the contact with the cylinder’s upper and lateral area.

Figure 8 shows an example of interaction of the user with
the environment when the goal was searching a cylinder.
The system correctly performs in every s f state, allowing
the user to change the location of the exploration during the
non-contact phases, to perceive the resistance of the abdomen
tissue in the indentation phases and to perceive the force due
the interaction with the cylinder.

As a final remark, the stiffness values were selected in
these preliminary tests to ease the exploration of the belly.
Increasing these values does not introduce any technical
difficulty and more extensive tests will be carried out to make
the system more specific for palpation. However, this first
bench of tests demonstrate the usability and the capabilities
of the system. We also recognize that a more reliable hand
tracker could avoid the need for two intermediate states
between the In Body and the Out Body states. We highlight,
however, how the interaction with the system turns out to
be very natural and fluid despite these states. The volunteers
required indeed a short training to be able to use the system.
We also mention here the nice trade off in the volunteers’
strategy that we noted when searching for the cylinder in
the fourth trial. The users firstly try to find the cylinder
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from inside the body, thus experiencing increasing values of
indentation force. When the indentation force was too high
to keep searching, they exited from the body to start from
another indentation point. This resembles what happens in
palpation, in which the exploration is rather local around
the first contact point with the skin. This aspect will be
further investigated. Although there were not issues related
to the resolution of the point cloud, we plan to test our
system with the Kinect One sensor, in order to check
possible improvements. In the present system Kinect was
used because the newer sensor’s drivers were not available
for the Linux OS.

IV. CONCLUSION

This paper showed a novel system for virtual palpation of
real objects. The system proved to manage correctly all of
the phases of an encountered-type interaction and to provide
the user with a force rendering that allows to perceive the
indentation and to recognize abnormalities that are within the
body. We will extend the validation setting and the system’s

parameters in order to be closer to actual palpation. Then we
will assess the possibility for the users (including doctors) to
recognize abnormalities with the body. This will enable the
system to be used in a real telediagnosis setting, initially in
a training environment, then with real patients.
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